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Infinity
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Infinity

Infinity is an environment for managing software and jobs on computational clusters and 
supercomputers. It was developed at Laboratory of Computational Chemistry.

It has a long history (~ 20 years). The original version was written in bash. Later it was 
rewritten several times in C/C++.  

While the implementation changed significantly, the original idea, philosophy, and typical 
usage remained unchanged.

Technical issues are handled by Infinity.

The user focuses on the job specification.
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Native Approach vs Infinity

#!/bin/bash

#ensure removing the temporary data if the job ends or fails
trap "clean_scratch" TERM EXIT

DATADIR="/storage/brno2/home/$LOGNAME"
JOBNAME="myjob"             # myjob.com -> myjob.log

# sanity checks
if [[ -z "$SCRATCHDIR" ]]; then

echo "use scratch_local, scratch_ssd, or scratch_shared in qsub (resource specification)"
exit 1

fi

if [[ ! (-f "$DATADIR/${JOBNAME}.com") ]]; then
echo "the input file '$DATADIR/${JOBNAME}.com' does not exist"
exit 1

fi

# copy input file from shared network disk to local disk
cp $DATADIR/${JOBNAME}.com $SCRATCHDIR/ || exit 1
cd $SCRATCHDIR/ || exit 2

# let's load the Gaussian module
module add g09

#  myjob.com is the input file
# setup the resource requirements within the input file so that they correspond to the resources reserved
g09-prepare ${JOBNAME}.com

# start the computation (use g16 instead of g09 for the g16 version) , myjob.log will be the output file
g09 ${JOBNAME}.com
# alternatively: g09 < ${JOBNAME}.com > ${JOBNAME}.log

# copy the output from local scratch to shared network disk
cp ${JOBNAME}.log $DATADIR/ || export CLEAN_SCRATCH=false

37 lines

Native usage in MetaCentrum Employing Infinity

#!/usr/bin/env infinity-env
module add gaussian:16.C1
psanitize myjob.com
g16 myjob

4 lines
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Native Approach vs Infinity

#!/bin/bash

#ensure removing the temporary data if the job ends or fails
trap "clean_scratch" TERM EXIT

DATADIR="/storage/brno2/home/$LOGNAME"
JOBNAME="myjob"             # myjob.com -> myjob.log

# sanity checks
if [[ -z "$SCRATCHDIR" ]]; then

echo "use scratch_local, scratch_ssd, or scratch_shared in qsub (resource specification)"
exit 1

fi

if [[ ! (-f "$DATADIR/${JOBNAME}.com") ]]; then
echo "the input file '$DATADIR/${JOBNAME}.com' does not exist"
exit 1

fi

# copy input file from shared network disk to local disk
cp $DATADIR/${JOBNAME}.com $SCRATCHDIR/ || exit 1
cd $SCRATCHDIR/ || exit 2

# let's load the Gaussian module
module add g09

#  myjob.com is the input file
# setup the resource requirements within the input file so that they correspond to the resources reserved
g09-prepare ${JOBNAME}.com

# start the computation (use g16 instead of g09 for the g16 version) , myjob.log will be the output file
g09 ${JOBNAME}.com
# alternatively: g09 < ${JOBNAME}.com > ${JOBNAME}.log

# copy the output from local scratch to shared network disk
cp ${JOBNAME}.log $DATADIR/ || export CLEAN_SCRATCH=false

37 lines

Native usage in MetaCentrum Employing Infinity

#!/usr/bin/env infinity-env
module add gaussian:16.C1
psanitize myjob.com
g16 myjob

4 lines

activate the software

run the calculation

adjust the input file for 
requested computational 
resources (the speciality of 
Gaussian software)
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Infinity Subsystems

Infinity is composed of two subsystems:

➢ AMS - Advanced Module System for software management

➢ ABS - Advanced Batch System for job management
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AMS - Advanced Module System
Scientific and technical applications need to be installed in several versions. 

• We need older versions to finish old projects. 
• New versions are required to start new projects employing new features available.

Management of several versions of the same application is impossible with the standard 
package systems. These systems support only the installation of the newest application.

The version problem can be overcome by a module system. There are several 
implementation available:

• Environment Modules (MetaCentrum)
• Lmod (IT4I)
• AMS (Infinity: WOLF, SOKAR, optionally MetaCentrum)
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AMS - Advanced Module System
Scientific and technical applications need to be installed in several versions. 

• We need older versions to finish old projects. 
• New versions are required to start new projects employing new features available.

Management of several versions of the same application is impossible with the standard 
package systems. These systems support only the installation of the newest application.

The version problem can be overcome by a module system. There are several 
implementation available:

• Environment Modules (MetaCentrum)
• Lmod (IT4I)
• AMS (Infinity: WOLF, SOKAR, optionally MetaCentrum)

$ module [-h]

$ amsmodule [-h]

the main command (as alias to amsmodule) 

[] indicates that "-h" is an optional option.
If specified, then the command prints a simple help page.

the AMS main command

AMS supports autocompletion!
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Modules - List available modules
$ module

$ module [avail]

software is 
categorized

software for protein 
structure prediction
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Modules - Work with a module

$ module versions pymol

pymol:2.5.0.0

pymol:2.2.0.0

Overview of available module versions:

Module activation:

$ module add pymol

Run the application from the pymol module

$ pymol

$ module add pymol:2.2.0.0

Activate specified module version. 
The version is delimited from the 

module name by a colon.

The module name and application name do not 
have to be the same

$ module help pymol

Module documentation:

Activate the default version.

default version is bold
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Exercise I

1. In your home directory, create the "AlphaFold" directory. Then, create the 
"L06.pymol" subdirectory.

2. In a web browser, visit the PDB database and download the PDB and FASTA files for 
PDB ID 3C1E into the AlphaFold directory.

3. Ensure files are stored in the directory.

$ mkdir -p ~/AlphaFold/L06.pymol

$ cd ~/AlphaFold/L06.pymol

$ pwd

/home/kulhanek/AlphaFold/L06.pymol

[kulhanek@wolf L06.pymol]$ ls -l

total 136 

-rw-r----- 1 kulhanek ncbr 131463 May 26 13:59 3c1e.pdb 

-rw-r----- 1 kulhanek ncbr 204 May 26 13:59 rcsb_pdb_3C1E.fasta
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Exercise II

1. Open the 3C1E structure in PyMol.

2. Show the structure in cartoon and line models simultaneously.

$ module add pymol

$ pymol 3c1e.pdb

In the Infinity software base, the following visualization software is available:
• VMD (module help vmd)
• PyMOL (module help pymol)
• Chimera (module help chimera)
• ChimeraX (module help chimerax)

Use whatever is conformable for you.
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